10.OPTIMIZATION AND DESIGN

Application of the PSO algorithm to the Multi-objective Optimization of
insulation elements based on dynamic population sz

Peter KitaR, Igor Tical', Adnan Gloti¢, Joze Pihlér Oszkar Bir8, and Kurt Prefs
YFaculty of Electrical Engineering and Computer Scée University of Maribor
Smetanova 17, SI-2000 Maribor, Slovenia
peter.kitak@uni-mb.si
%Graz University of Technology
Kopernikusgasse 24, A-8010 Graz, Austria
biro@TUGraz.g

Abstract — Most of the existing stochastic optimizaon
algorithms consider fixed number of population memiers
throughout the optimization procedure. This researb suggests
the use of dynamic population size throughout thepiimization
PSO algorithm. The results are compared with testunctions.
The emphasis is on the applicability investigationof the
suggested algorithm, which is applied on the realngineering
problem. The comparison includes the DE optimizatio
algorithm that is the most common optimization algathm
used in the field of engineering. Both algorithmsESO and DE)
are suitably modified in order to operate with theprinciple of
the optimal Pareto front. The significant element 6 the
presented algorithm is that the population is divigd onto local
and global optimum search.

. INTRODUCTION

Particle Swarm optimization method [1] it is a very
efficient algorithm and it is applied on many erggning
problems. In comparison to the original version,nya
modifications have been made to the algorithm thed
produced many improvements [2], [3]. Also, the PSO
algorithm is extended into multiobjective partictevarm
MOPSO [4]-[6] on the basis of a non-dominant soluti
sorting (Pareto concept). Although the PSO algorittoes
not contain genetic operators in its fundamentalgs been
proven that the introduction of the mutation isywaseful
[7]. The presented method enables the enhanceri¢hé o
solution space. The more recent modifications of th
algorithm introduce the dynamic population sizevtighout
the optimization process. A variable [8], [9] ordd [10]
change of the population size during the iteratign
possible. The method that includes variable chargfes
population size enables the change in any iterafidre
method with fixed change of population is deterrdiméth
predefined step of iteration.

Reduction of the population is desired, when ttstirig
time of the optimization needs to be shortened. ¢él@w,
the efficiency and robustness of the modified athor
must not change.

II.  NUMERICAL MODEL AND OPTIMUM SIGNIFICATION

The research shows different methods, which are fese
reduction of the population size. The selected pebtfor
reduction is presented on an example of a mediutagm
bushing. Bushing is an element that is used to ecnn
switchgear units. The main construction part oftibshing
is the body, made of epoxy resin. To fill the spheeveen

the body and the contact connection silicon ruldyeany
similar elastic insulation material can be used(E). With
the correct combination of materials it is, possitil reach
adequately low values of electric field strengthstlze
boundaries between the dielectrics, thus bringimgeased
reliability and longer life expectancy for the ifesion
materials.

Numerical model for electric field calculation cisis of
parametrically-written model of the bushing (geomyegtl-
p5 and materialp6-p7). It is necessary to perform FEM
calculation [11] for each assessment of the objecti
functions. In the design process there is a camlito
satisfy three requirements. The first objective j¢otive
function fg) evaluates the magnitudes of electric field
strength at the boundaries between the dielecttios,
secondfy; describes the quality of the first insulation
material and the electrical potential at the boupnd@tween
both insulation materials, whereas the third fuorctiy,
describes the electrical potential on the boundetyveen
the second insulation material and the surroundiadium.
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Fig. 1. Model of medium voltage bushing for coniegtwo switchgear
units.

l. DYNAMIC POPULATION SIZE IN THE PSOALGORITHM

In this paper the optimization procedure considers
approaches for the dynamic population size emplayéke
multiobjective problem. The first approach is basad
weighted sum method and on inclusion of a special
procedure of dynamic reduction of population siZde
original idea is presented by Brest [10] and clagredual
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reduction of the population size by half in eacbckl of a
predefined iteration number. This means, that duiction
is not applied throughout all iterations. Fig. 20wk the
example where the population reduction has beeriedar
out four times and the coefficient that defines aeuction
iS pmax = 4. In each reduction step the population is cedu
in a half in comparison to its former size.
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Fig. 2. Shematic presentation of the populatiomucédn.

Full paper contains the improvement of the bas&aid
whereas the procedure includes the dynamic redustip.
Reduction step is not previously determined, buttlos
basis of the estimation criterion, which is definedegards
to the optimization procedure.

The specific property of the bushing element madel
that all three objectives are conflict to each gtkieerefore
it is possible to solve the multi-objective problem
adequately by applying the Pareto concept, whiphesents
the second approach used for multiobjective optition of
the bushing element. The result of the Pareto dpdition is
the population of different optimal solutions thay on the
so-called Pareto front. The main objective of tlyaaic
population use in the PSO algorithm is in the Iaesrch of
the well estimated objective functions and in tHebgl
search of the worse estimated objective functidkisthe
same time, the population reduction is includedweedl
respectively the dynamic population based on crowdi
distance, which is the main factor for solutionpaission
determination.

IV. RESULTS ANDCONCLUSION

The results of multi-objective optimization are &moin
regards to the two approaches described in theiquev
section. The convergence of the optimization atbori
according to the weighted sum method is shown @ Bi
and set of non-dominated solutions according tattate
objective functionsf, fy1, fuo) in Fig.4.
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Fig. 3. Convergence of optimization algorithm.
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Fig. 4. Pareto optimal solutions according tolalee criteria.

The complete results of the optimization processyall
as the description of the dynamic population ajgpian for
the optimization algorithm, are presented in thé gaper.
Also, the detailed presentation of the PSO optitiopa
algorithm is given as well as the advantages ofigr@amic
population, which is the essential part of the atgm.
Obijective functions are shown in greater detaile Gality
of the Pareto solutions is evaluated with the hypleme.
Modified PSO algorithm is compared to the origiR80
algorithm and also with similar DE algorithms [18]order
to prove the usability and improvement.
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